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Abstract
Unsupervised feature selection (UFS) methods have garnered signif-
icant attention for their capability to eliminate redundant features
without relying on class label information. However, their scalabil-
ity to large datasets remains a challenge, rendering common UFS
methods impractical for such applications. To address this issue, we
introduce QMR-FS, a greedy forward filtering approach that selects
linearly independent features up to a specified relative tolerance,
ensuring that any excluded features can be reconstructed from the
retained set within this tolerance. This is achieved through the
QMR matrix decomposition, which builds upon the well-known QR
decomposition. QMR-FS benefits from linear complexity relative
to the number of instances and boasts exceptional performance
due to its ability to leverage parallelized computation on both CPU
and GPU. Despite its greedy nature, QMR-FS achieves comparable
classification and clustering accuracies across multiple datasets
when compared to other UFS methods, while achieving runtimes
approximately 10 times faster than recently proposed scalable UFS
methods for datasets ranging from 100 million to 1 billion elements.
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1 Introduction
Unsupervised feature selection (UFS) involves extracting a subset of
features from a dataset by eliminating redundant ones without rely-
ing on task-specific information, such as class labels. The removal
of redundant features offers several inherent benefits: it facilitates
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data visualization and understanding, reduces measurement and
storage requirements, and decreases training and utilization times
[10, 25]. Additionally, feature selection can enhance the perfor-
mance of downstream tasks, such as clustering, by mitigating the
curse of dimensionality [10, 13, 22].

UFS methods are categorized into two main types: wrapper and
filter methods [25]. Wrapper methods rely on an external task
algorithm, such as a clustering algorithm, to evaluate feature im-
portance, whereas filter methods use only the intrinsic properties
of the features and dataset. Filter methods are considered faster and
more scalable [10, 25, 26], making them the focus of this work.

Despite being labelled ’fast’, filtering UFS methods often become
inefficient for large datasets [15] due to their quadratic time com-
plexity with respect to the number of instances [11, 18, 31–34],
meaning 𝑛 in an 𝑛 × 𝑑 data matrix with 𝑑 features. This quadratic
complexity makes computation intractable for the datasets that
would benefit most from feature selection in terms of reducing
storage and utilization times. While some methods exhibit linear
complexity in 𝑛 [29, 30], they use iterative schemes that must run
until convergence, which is slow in practice.

To address the lack of scalable UFS methods, we introduce QMR-
FS, a fast feature selection algorithm. QMR-FS employs greedy
forward feature selection, where features are considered one-by-
one in a fixed order, and feature redundancy is measured only with
respect to already selected features. Specifically, QMR-FS uses linear
reconstruction error to measure redundancy, based on the premise
that linearly reconstructable features are redundant [6]. Our QMR
decomposition, an extension of the QR decomposition [12, Ch. 2.1],
computes the reconstruction efficiently by avoiding costly linear
model fitting, ensuring linear complexity in 𝑛, and is optimized for
parallel implementation on both CPU and GPU. Additionally, QMR-
FS guarantees that reconstruction errors are smaller than a specified
tolerance relative to the feature columns’ L2-norm, allowing it to
retain all features if redundancy criteria are not met. Thus, QMR-FS
is suitable for scenarios where the potential for feature removal
without information loss is uncertain.

We demonstrate the scalability of QMR-FS via runtimes around
30 seconds on datasets with up to 7.88 million instances and a total
of 1 billion elements, roughly 10 times faster than recent scalable
UFS methods [15]. Furthermore, the features selected by QMR-FS
exhibit comparable classification accuracy and clustering normal-
ized mutual information (NMI) scores relative to both common and
recent UFS methods, which require significantly longer runtimes.
Code for QMR-FS and our experiments is available online1.

1https://github.com/ciwanceylan/qmr-feature-selection
This work was partially supported by the Wallenberg AI, Autonomous Systems and
Software Program (WASP) funded by the Knut and Alice Wallenberg Foundation.
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2 Method
We now describe how our QMR-FS method performs scalable fea-
ture selection on a data matrix with 𝑛 instances and 𝑑 features, X ∈
R𝑛×𝑑 . Since our focus is on scalability to large 𝑛, we limit this paper
to the case 𝑛 ≥ 𝑑 and relegate the opposite case to future work.

QMR-FS performs greedy forward feature selection, consider-
ing features from left to right in X, with the decision to retain a
feature based on the previously retained features. The guiding prin-
ciple is that of linear independence. We say that a feature column
x𝑗 ∈ X is linearly dependent on previous feature columns if it can
be expressed as a linear combination of them, plus a constant term,

x𝑗 =
𝑗−1∑︁
𝑘=1

𝑎𝑘 x𝑘 +𝑏1𝑛, (1)

where 𝑎𝑘 and 𝑏 are coefficients, and 1𝑛 is a length 𝑛 vector of all
ones. This is expressed concisely as x𝑗 ∈ span(x1, . . . , x𝑗−1, 1𝑛).
Conversely, if such 𝑎𝑘 and 𝑏 do not exist, x𝑗 is linearly independent,
x𝑗 ∉ span(x1, . . . , x𝑗−1, 1𝑛), and should be retained.

To determine the independence of x𝑗 without having to explicitly
find 𝑎𝑘 and 𝑏 through expensive linear model fitting, we make use
of the following lemma, central to our method.

Lemma 2.1. Let X ∈ R𝑛×𝑑 and Rref ∈ R𝑑×𝑑 satisfy X = URref
and Rref = U† X, where Rref is in row echelon form (REF), and U ∈
R𝑛×𝑑 has full rank and the left-side inverse U† ∈ R𝑑×𝑛 . Then x𝑗 ∈
span(x1, . . . , x𝑗−1) iff r𝑗 ∈ span(r1, . . . , r𝑗−1) for any 𝑗 > 1 where
x𝑗 ∈ R𝑛 is the 𝑗 th column inX, and r𝑗 ∈ R𝑑 is the 𝑗 th column in Rref.

Proof. We first show that x𝑗 ∈ span(x1, . . . , x𝑗−1) =⇒
r𝑗 ∈ span(r1, . . . , r𝑗−1). In this case, we can assume ∃ 𝑎𝑖, 𝑗 ∈ R s.t.
x𝑗 =

∑𝑗−1
𝑖=1 𝑎𝑖, 𝑗 x𝑖 . From X = URref, we know that x𝑖 = U r𝑖 . Thus,

U r𝑗 = x𝑗 =
𝑗−1∑︁
𝑖=1

𝑎𝑖, 𝑗 x𝑖 =
𝑗−1∑︁
𝑖=1

𝑎𝑖, 𝑗 U r𝑖 = U
𝑗−1∑︁
𝑖=1

𝑎𝑖, 𝑗 r𝑖 .

Multiplication with U† completes the first part of the proof,

r𝑗 = U† U
𝑗−1∑︁
𝑖=1

𝑎𝑖, 𝑗 r𝑖 =
𝑗−1∑︁
𝑖=1

𝑎𝑖, 𝑗 r𝑖 .

Next, r𝑗 ∈ span(r1, . . . , r𝑗−1) =⇒ x𝑗 ∈ span(x1, . . . , x𝑗−1) is
proved with a block matrix representation of X = URref as aid,

x1 ... x𝑗91 x𝑗 ... x𝑑

©­­­­«
ª®®®®¬
= u1 ... uℎ ... u𝑑

©­­­­«
ª®®®®¬

𝑟1,1 𝑟1,2 ... 𝑟1, 𝑗91 𝑟1, 𝑗 ... 𝑟1,𝑑
𝑟2,2 ... ... ... ... ...

𝑟ℎ,𝑗91 𝑟ℎ,𝑗 ... ...
...

©­­­«
ª®®®¬ . (2)

Here, ℎ is the rank of the first 𝑗 − 1 columns in X, which coin-
cide with the number of rows with pivot elements before column
𝑗 in Rref. Since Rref is in REF, ℎ ≤ 𝑗 − 1, and by the assumption
r𝑗 ∈ span(r1, ..., r𝑗−1) we know that r𝑗 cannot have pivot elements.

We know that x𝑗 =
∑ℎ
𝑖=1 u𝑖 𝑟𝑖, 𝑗 (orange and brown in Eq. (2)),

and we wish to express u𝑖 using columns in X. To do so, we look at
the block equation highlighted in blue and brown blocks in Eq. (2),

X:,1:𝑗−1 = U:,1:ℎ Rref1:ℎ,1:𝑗−1 . (3)

If ℎ > 0, the block matrix Rref1:ℎ,1:𝑗−1 ∈ Rℎ× 𝑗−1 has pivot el-
ements in every row by construction (REF), meaning that it has

full row rank. Therefore, it has the right-side inverse P ∈ R𝑗−1×ℎ

such that Rref1:ℎ,1:𝑗−1 P = Iℎ×ℎ [23, Ch. 2.1]. Consequently, we can
rewrite Eq. (3) by multiplying with P from the right:

X:,1:𝑗−1 P = U:,1:ℎ Rref1:ℎ,1:𝑗−1 P =⇒ U:,1:ℎ = X:,1:𝑗−1 P.

Thus, the first ℎ columns in U can be expressed using the first 𝑗 − 1
columns in X as u𝑖 =

∑𝑗−1
𝑘=1 x𝑘 𝑃𝑘.𝑖 , for 𝑖 ∈ {1, . . . , ℎ}. Inserting this

into x𝑗 =
∑ℎ
𝑖=1 u𝑖 𝑟𝑖, 𝑗 gives

x𝑗 =
ℎ∑︁
𝑖=1

𝑗−1∑︁
𝑘=1

x𝑘 𝑃𝑘,𝑖𝑟𝑖, 𝑗 =
𝑗−1∑︁
𝑘=1

x𝑘
ℎ∑︁
𝑖=1

𝑃𝑘,𝑖𝑟𝑖, 𝑗 =

𝑗−1∑︁
𝑘=1

𝑐𝑘,𝑗 x𝑘 , (4)

where 𝑐𝑘,𝑗 =
∑ℎ
𝑖=1 𝑃𝑘,𝑖𝑟𝑖, 𝑗 . Thus, for ℎ > 0, we have shown that

r𝑗 ∈ span(r1, . . . , r𝑗−1) =⇒ x𝑗 ∈ span(x1, . . . , x𝑗−1).
The case ℎ = 0 corresponds to a trivial case as it requires all

columns of Rref with index smaller than 𝑗 to consist of zeros. Con-
sequently, all columns vectors of X up to and including 𝑗 must also
consist of zeros, meaning that x𝑗 ∈ span(x1, . . . , x𝑗−1) trivially. □

By this lemma, the linearly independent columns in X corre-
spond to the linearly independent columns in Rref, which can be
easily identified by finding the pivot elements. However, the lemma
requires a matrix decomposition of the form X = URref, where U
has a left-side inverse andRref is in REF. The well-known QR decom-
position X = QR is a good starting point as the matrix Q ∈ R𝑛×𝑑

has orthonormal columns, so Q⊺ is its left-side inverse [12, Ch. 2.1].
Yet R ∈ R𝑑×𝑑 is only upper-triangular, not in REF.

Therefore, we put forward the QMR decomposition. The matrix
R is further decomposed as R = MRref using Gaussian elimination,
such that Rref ∈ R𝑑×𝑑 is in REF, and M ∈ R𝑑×𝑑 is an invert-
ible matrix composed of inverted row reduction operations [9, Ch.
3.2]. That is, M = M91

𝐾
...M91

2 M91
1 , where each M𝑘 is one of three

invertible operations: row swap, addition of two rows, and mul-
tiplication of a row with a nonzero value [9, Ch. 3.2.6]. Thus, we
have X = QMRref, with U = QM having the left-side inverse
U† = M−1 Q⊺ , fulfilling the criteria of Lemma 2.1. Computation of
M and Rref is implemented using outer product Gaussian elimina-
tion [9, Ch. 3.2.8], see lines 12 to 15 in Alg.1.

In practice, exact linear independence can be too strict, leading to
more features being retained than desired. To address this, QMR-FS
removes features with small reconstruction errors. Let S̄ be the list
of retained column indices, and letX:,S̄ denote the matrix of retained
feature columns. We write x𝑗 = 𝝌𝑗 + 𝜹 𝑗 , where 𝝌𝑗 = X:,S̄ c denotes
a reconstruction of x𝑗 using X:,S̄ with the coefficient vector c, and
𝜹 𝑗 is a residual error vector. Then x𝑗 is removed if ∥𝜹 𝑗 ∥2 ≤ 𝜃 ∥ x𝑗 ∥2,
where 𝜃 ∈ [0, 1] is the relative tolerance. While c and 𝜹 𝑗 can be
computed via least-squares fitting, this approach is computationally
expensive. Instead, we use a closed-form formula for 𝜹 𝑗 , which
provides an upper bound on the reconstruction error.

To derive the formula for 𝜹 𝑗 , consider Alg. 1 at the start of
iteration 𝑗 , with 𝑝 = | S̄ | + 1. By the QMR decomposition, we have
x𝑗 = QM:,1:𝑗 R1:𝑗, 𝑗 , which we can split into two terms:

x𝑗 = QM:,1:𝑝91 R1:𝑝91, 𝑗 +QM:,𝑝 :𝑗 R𝑝 :𝑗, 𝑗 . (5)
Note that the first term is a linear combination of the first 𝑝 − 1
column vectors of the matrix QM, while the second term linearly
combines the next 𝑗 − 𝑝 + 1 column vectors. We next show that
these two terms correspond to 𝝌𝑗 and 𝜹 𝑗 as defined above.
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To see this, we show that the first term in Eq. (5) corresponds to a
linear combination of the columns in X:,S̄. Let R′ = R1:𝑝91,S̄ denote
the submatrix consisting of the first 𝑝−1 rows of R and the columns
with indices in S̄. By the algorithm’s construction, R′ is in REF with
full row rank, meaning R′ has the right-side inverse 𝑷 [23, Ch. 2.1].
Moreover, it holds that X:,S̄ = QM:,1:𝑝91 R′. To see why, first note
that it is valid for 𝑗 = 0. Next, observe that it is preserved through
each iteration asM,R, 𝑝 , and S̄ are updated. Consider the two scenar-
ios addressed by the if-statement on line 9. If the condition evaluates
to False, Gaussian elimination proceeds normally, preserving the
equation by construction. If the condition evaluates to True, the
elements R𝑝 :𝑗, 𝑗 are set to zero, ensuring that column 𝑗 has no pivot
elements in Rref. Importantly, since the elements in R𝑝 :𝑗, 𝑗 are not
used in subsequent iterations for updatingM, and 𝑗 was not added to
S̄, the equality X:,S̄ = QM:,1:𝑝91 R′ remains valid. Combining these
facts, we see that QM:,1:𝑝91 = X:,S̄ 𝑷 . Therefore, the first term in
Eq. (5) equals 𝝌𝑗 , QM:,1:𝑝91 R1:𝑝91, 𝑗 = X:,S̄ 𝑷 R1:𝑝91, 𝑗 = X:,S̄ c = 𝝌𝑗 ,
meaning that the second term equals 𝜹 𝑗 .

Three additional aspects of QMR-FS require attention. First, due
to its greedy selection approach, QMR-FS is biased towards the
initial feature ordering in X, which results in features further to the
left being more likely to be retained. Therefore, QMR-FS benefits
from a good initial ordering of the features. If prior knowledge
about feature importance is available, it should be used to establish
the initial ordering. In other cases, we propose ordering features by
their Shannon entropy [5, Ch. 2.1] (line 2). This heuristic is moti-
vated by previously suggested entropy measures for UFS [7, 10, 28].
However, we acknowledge that improving the initial ordering is an
important direction for future work on QMR-FS. Second, to account
for the constant term in Eq. 1, we prepend 1𝑛 to X (line 3 in Alg. 1).
Finally, the time complexity of QMR-FS is O(𝑛𝑑2), dominated by
line 8 and the QR decomposition [9, Ch. 5.2.2].

Algorithm 1: The QMR-FS algorithm with 1 based indexing. Inputs:
Data matrix X ∈ R𝑛×𝑑 and tolerance threshold 𝜃 ∈ [0, 1].
1 def qmr_fs(X, 𝜃):
2 X = sort_columns_by_entropy(X, ’descending’)
3 X = [1𝑛,X] # Prepend column with constant value.

4 Q,R = qr_decomposition(X)
5 M = I𝑑×𝑑 # Initialize M as the identity matrix.

6 S̄ = list(), 𝑝 = 1 # Initialize S̄ and 𝑝.

7 for 𝑗 in range(1,R.shape[1]):
8 𝜹 𝑗 = QM[:, p:j]R[p:j, j] # Formula provided by Eq. (5).
9 if ∥𝜹 𝑗 ∥2 ≤ 𝜃 ∥ x𝑗 ∥2:

10 R[p:j, j] = 0 # Ensure no privot elements.

11 else:
# Gaussian elimination on column 𝑗 from row 𝑝.

12 𝝆 = R[p+1:j, j]/R[p, j] # [ ( 𝑗 −𝑝−1) × 1]
13 R[p+1:j, :] −= 𝝆 ⊗ R[p, :] # [ ( 𝑗 −𝑝−1) × 𝑑 ]
14 M[:, p] += M[:, p+1:j]·𝝆 # [𝑑 × 1]
15 𝑝 += 1 # Increment pivot counter.

16 S̄ .append( 𝑗) # Add feature 𝑗 to selected set.

17 S̄ .remove(1) # Remove constant value column.

18 return X[:, S̄]

3 Experiments
We conduct two sets of experiments to demonstrate the effective-
ness of QMR-FS. First, we showcase its scalability by applying it
to four large datasets: US Census (1990) [21], GitHub MUSAE [24],
SNAP patents [17], and KDDCUP (1999) [27]. The results are shown
in Tbl. 1. Notably, QMR-FS completes in just over 30 seconds on
a CPU (16 vCPUs @ 2.2 GHz) and 20 seconds on a GPU (Nvidia
L4) for KDDCUP, the largest dataset with over 1 billion elements,
which is 10 times faster than recent scalable UFS methods [14, 15]
with reported runtimes of 200s and 300s on a dataset with about
half as many elements, 𝑛 = 630k and 𝑑 = 900 [15].

In our second experiment, we demonstrate that QMR-FS per-
forms on par with other UFS methods despite its greedy approach.
Following the setup outlined in a recent review and benchmark
paper [25], we evaluate the selected features using SVM classifica-
tion [4] and K-means clustering [2]. For classification, we compute
average accuracies using 5-fold cross-validation with five different
seeds, and for clustering, we compute average normalized mutual
information (NMI) [20, Ch. 16.3] using 25 seeds. We use five datasets
from [25], all from the UCI ML repository [16], and add the popular
Isolet dataset [3, 8, 19]. Dataset details are provided in Tbl. 2.

Following [25], we use SVD-entropy [28], LS [11], SPEC [34],
USFSM [26], UDFS [31], and NDFS [18] as comparing UFS meth-
ods. To compensate for excluding methods in [25] without readily
available implementations, we add the recent methods CNAFS [32]
and FMIUFS [33], available in the Matlab UFS toolbox [1]. Each
of these methods outputs a feature ranking and expects a specific
proportion of features to be selected, which differs from QMR-FS,
which automatically selects the number of features based on the
tolerance threshold 𝜃 . To make results comparable, we extract eight
different feature sets from each ranking produced by the baseline
UFS methods, corresponding to 20%-90% of the features. For Isolet,
we use a fixed number of features ranging from 20 to 100 instead
of percentages, as is customary for this dataset [19, 29, 30]. For
QMR-FS, we use multiple values of 𝜃 to obtain a spread over the
number of preserved features.

Examining Fig. 1, we find that QMR-FS is among the top meth-
ods for classification; however, no single method excels across all
settings. The average rank results in Tbl. 2 convey a similar story.
QMR-FS achieves the highest classification ranking and an aver-
age clustering ranking within one standard deviation of the best
method. Overall, the results support our claim that QMR-FS per-
forms comparably to other UFS methods while offering superior
scalability. Finally, the Isolet results in Fig. 1j are notable for QMR-
FS’s significant improvement in accuracy when increasing from
20 to 100 features, suggesting potential for enhancing the initial
feature ordering.
Table 1: QMR-FS runtimes in seconds on four large datasets
using 𝜃 = 0.1, resulting in 𝑑fs selected features.

Num. instances and dims. Runtime (s)

Dataset 𝑛 𝑑 𝑑fs CPU GPU

US Census (1990) 2.46M 68 66 4.16 ± 0.16 2.75 ± 0.11
GitHub MUSAE 37.7K 4006 3799 28.5 ± 0.18 13.9 ± 0.45
Snap Patents 2.92M 269 259 26.4 ± 0.25 13.7 ± 0.06
KDDCUP (1999) 7.88M 127 111 33.9 ± 0.12 20.2 ± 0.06
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Table 2: Dataset details (left), and summary of benchmark results (right) using 40% and 60% kept features following [25] (#50 and
#100 for Isolet). The average ranks and standard deviations for classification and clustering are computed over the 6 datasets.
The time complexities are simplified under the assumption 𝑛 ≥ 𝑑 , and ∗ indicates methods which are iterated until convergence.
Relative runtimes are displayed for Isolet, the largest dataset the baseline UFS methods scale to.

Dataset 𝑛 𝑑 # classes
Automobile 205 25 6
Heart-C 303 13 5
Heart-statlog 270 13 2
Sonar 208 60 2
Wine 178 13 3
Isolet 1560 617 26

QMR-FS SVD Ent. LS SPEC USFSM UDFS NDFS CNAFS FMIUFS
Clsif. avg. rank (40%) 2.8 ± 1.8 5.5 ± 2.8 5.8 ± 2.6 8.3 ± 0.5 3.0 ± 2.2 5.5 ± 1.8 4.3 ± 1.9 5.0 ± 1.4 3.7 ± 2.6
Clsif. avg. rank (60%) 2.5 ± 1.6 5.0 ± 1.8 5.7 ± 2.1 6.5 ± 2.6 5.8 ± 2.8 4.7 ± 2.8 3.2 ± 1.7 5.3 ± 3.1 5.2 ± 3.1
Clstr. avg. rank (40%) 3.0 ± 2.2 6.7 ± 2.1 6.5 ± 2.6 7.0 ± 1.7 3.7 ± 2.1 6.0 ± 2.8 3.3 ± 2.3 5.5 ± 1.6 2.8 ± 1.3
Clstr. avg. rank (60%) 5.5 ± 2.9 4.3 ± 2.0 4.8 ± 2.4 7.2 ± 1.3 4.8 ± 2.5 5.5 ± 2.6 3.0 ± 2.7 4.2 ± 3.4 4.8 ± 2.3
Time complexity O(𝑛𝑑2 ) O (𝑛𝑑3 ) O (𝑛2𝑑 ) O (𝑛2𝑑 ) O (𝑛3𝑑 ) O (𝑛2𝑑 )∗ O(𝑛2𝑑 )∗ O(𝑛2𝑑 )∗ O(𝑛2𝑑 )
Runtime (Isolet) 137ms ×310 ×1.2 ×16 ×22764 ×11 ×44 ×2950 ×13635

Baseline QMR-FS SVD Ent. LS SPEC USFSM UDFS NDFS CNAFS FMIUFS
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Figure 1: Feature selection benchmark results. Each marker shows average SVM classification accuracy (left) or K-means NMI
(right). The shaded areas show the standard error. The solid black lines show the score when 100% of features are used.

4 Conclusion and Future Work
In this paper, we have presented QMR-FS, a scalable unsupervised
feature selection (UFS) method, demonstrating its ability to achieve
classification and clustering accuracies comparable to existing UFS
methods while performing efficiently on large datasets. Despite
these strengths, there are several avenues for further improvement.
Enhancing the initial feature ordering, to which QMR-FS is biased,
holds significant potential. This could be achieved by refining the
feature ordering heuristic or by running QMR-FS with multiple

random orderings and selecting the best order based on total recon-
struction error. Given the speed of QMR-FS, this approach would
not impose substantial computational overhead.

Another research direction involves reducing the bias associated
with feature ordering. For example, QMR-FS could be run itera-
tively, altering the feature order between iterations to reveal feature
reconstruction possibilities not considered with a single ordering.
Additionally, the differentiable nature of the QMR decomposition
opens up exciting possibilities for applications in the deep learning
domain, which we are eager to explore.
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